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Robust Fuzzy Model-Following Control of Robot Manipulators
Chih-Hsin Tsai, Chi-Hsiang Wang, and Wei-Song Lin

Abstract—A robust fuzzy model-following control system is pro-
posed for the control of robot manipulators. The application field
to -link robot manipulators with torque disturbance and mea-
surement noise is addressed. The control objective is obtained by
tailoring a nominal adaptation process of parameters to implement
appropriate function approximation and facilitating a self-tuning
mechanism on the consequent membership functions to overcome
the equivalent uncertainty. The major differences comparing with
previous adaptive fuzzy control approaches are that a novel fuzzy
system with self-tuning mechanism provided robust property and
the rulebase in the form of “IF situation THEN the control input”
rather than “IF situation THEN the value of some nonlinear func-
tion of the robot” are introduced. The proposed multilayer fuzzy
logic controller can improve both transient and stability margins
without a priori knowledge about the dynamic model or parame-
ters of the robotic system. Using the Lyapunov stability method, the
uniform ultimate boundedness of tracking error has been proved.
The performance is demonstrated by simulating the control of a
two-link robot in various situations.

Index Terms—Fuzzy control, model following control, robot.

I. INTRODUCTION

M ODEL following control of robot manipulators has been
widely studied and shown to have many practical appli-

cations. In order to guarantee the state error between the refer-
ence model and the controlled plant approaches asymptotically
to zero, several methods have been investigated. The variable
structure model-following control (VSMFC) has the advantage
of insensitivity to parameter variations and disturbances and,
hence, precise system model is generally not required [1]–[3].
However, it obtains adaptive control laws that are discontinuous
on an attractive hyperplane in the error state space. Besides,
most of the VSMFC designs are based on the restrictive assump-
tion that the ranges of parameter variations are known and the
resulted control efforts are excessive. Adaptive model-following
control (AMFC) was another choice to overcome the difficul-
ties found in robot control [4]–[8]. But the strict positive real-
ness is invariably required, and real-time parameter identifica-
tion, which is sensitive to numerical precision and measurement
noise, creates other problems [9].

In this paper, a robust multilayer fuzzy controller (RMFC) for
the model-following control of robot manipulators is proposed.
In the RMFC, the parameters of the controlled plant are not as-
sumed to be linear as in standard adaptive control techniques.
No prior knowledge about the parameters and system matrix
including its size is required. The scheme of the RMFC has
been inspired from the previous works [10]–[16] and we extend
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the application field to -link robot manipulators with torque
disturbance and measurement noise. The methods proposed in
[13]–[16] use the fuzzy basis function expansion (FBFE) pro-
posed by Wang [11] to represent the unknown nonlinearity of
plants. These papers take the advantage of fuzzy basis func-
tion and a stable parameter adaptation scheme is then deter-
mined by Lyapunov method. Despite the success of stable adap-
tive fuzzy control based on fuzzy basis functions allows the in-
clusion ofa priori knowledge about the plant. The fuzzy rule
base considered in these papers consists of “IFsituationTHEN
the value of some nonlinear function of plant,” which are in-
herent of the plant dynamic rather than the familiar expressions
of human expert knowledge. As an improvement, this paper first
develops a novel multilayer fuzzy system with fuzzy rules in
the form of “IFsituationTHEN the control input.” This form of
rules preserves the superior advantage of the conventional fuzzy
systems that has direct translation from linguistic rules pro-
vided by a human expert. This architecture enhances adaptive
fuzzy controller such that all adjustable parameters are mean-
ingful and can be incorporated with and directly extracted out
linguistic rules in a more reasonable way. Besides, due to a
self-tuning mechanism on the consequent membership func-
tions, the proposed scheme can specifically deal with the mea-
surement noise and the effect of uncertain modeling error and
considerably shrink the tracking error residual set. This gives the
RMFC system some degree of adaptability in the sense that the
self-tuning mechanism can reflect to variant disturbances and
plant uncertainties. If the nominal model of the robot manipu-
lator is available, thea priori model knowledge can be utilized to
train the RMFC off-line to achieve faster convergence of output
tracking error. Using Lyapunov method, it is shown that the pro-
posed parameter adaptation scheme has some degree of robust-
ness and the output tracking error can converge to a residual set
ultimately.

The remainder of this paper is organized as follows. In Sec-
tion II, a brief outline of the model-following control of-link
robot manipulators is presented. In Section III, the RMFC in
which several fuzzy systems with embedded rule credit assign-
ments and self-tuning mechanism on the consequent member-
ship functions is proposed. In Section IV, a robust parameter
adaptation scheme for the RMFC is proposed and stability anal-
ysis by using Lyapunov method is shown. In Section V, the per-
formance of the RMFC systems is examined by the control of
a two-link robot in variant situations. Section VI is the conclu-
sion.

II. SYSTEM DESCRIPTION ANDCONTROL

A. Notation and Definition

An -component column vector is denoted as
; an matrix is denoted as
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Fig. 1. Configuration of a robust multilayer fuzzy model-following control system.

; and a diagonal matrix is denoted as
Block diag Block diag . Given
a matrix , and represent the operation of
taking the minimum and maximum eigenvalues of, respec-
tively.

B. Control Problem

The dynamics of an -degree-of-freedom rigid manipulator
can be described in general form as follows: [17]

(1)

where is the control torque vector, is the actuator input
noise, is an inertia matrix dependent on po-
sition vector and are the velocity and acceleration
vectors, respectively, is the Coriolis and centripetal
force vector, and is the gravity force vector. Let

, (1) can be written through some mathemat-
ical operations as

(2)

where

Block diag

Block diag and

denotes the combination of unknown interaction between the
subsystems and the time-varying disturbance term. Considering
the measurement noise, we have where
noise vectors , and are supposed to be bounded random
perturbations and we assume that . and

are assumed to be smooth functions. The problem of
control focuses on the uncertain robot with its structure being
known but without the parameters or functions of the mathe-
matical model. Let and denote the refer-
ence output and input, respectively. The control strategy is to

decouple the joint dynamics and to conduct (2) asymptotically
following a linear reference model of the following form:

(3)

where = Block diag and Block diag ,
in the presence of bounded disturbance and measurement noise.
The constants and are selected such that an asymptot-
ically stable reference model with desirable properties is ob-
tained. As shown in Fig. 1, the model-following control system
adopted comprises fuzzy systems with rule credit assign-
ment and self-tuning mechanism on the consequent member-
ship functions. Its basic components (fuzzy systems, rule credit
assignment, and self-tuning mechanism) are explained in more
detail in Section III.

III. ROBUST MULTILAYER FUZZY CONTROLLER

Considering the request of numerical input and output of the
fuzzy system, a particular class of fuzzy system with the sin-
gleton fuzzified, algebraic product-norm, the sup-star com-
positional operator [11], and the local mean-of-maximum [18]
method is used. Fig. 2 shows theth fuzzy system of the RMFC.

1) Fuzzy rule base:Let

an -degree-of-freedom rigid manipulator can be controlled by
the following linguistic rules

IF is AND AND is

THEN is AND AND is

for

The fuzzy sets and are linguistic terms characterized by
the fuzzy membership functions

(4)

and

if
if

(5)
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Fig. 2. Diagrammatic representation of the proposed fuzzy system with rule credit assignment of self-tuning mechanism.

where and are referred to the premise
and consequence parameters, respectively.

2) Rule credit assignment:The basic idea of the rule credit
assignment is to reward good rules by increasing the confidence
of the consequent fuzzy sets and the recommendation fuzzy
output of this rule. Denote (or as a reward
(or a punishment) offered to theth rule in the th knowledge
rule base, then the consequent membership function (5) can be
reshaped into

if
if

(6)

and the recommendation fuzzy output of each rule is determined
in singleton form as follows:

for
otherwise

(7)

where “ ” is the multiplication operation,
denotes the matching

degree, respectively, is the implication function and
denotes the location of the singleton implication fuzzy set
defined as [18]

the centroid of the set (8)

Since no direct error measurement of the multilayer fuzzy
system is possible in the case of control problem, only error
information of the plant and desired trajectory can be used
for the choice of rule credit . In this paper, our approach is
to treat the entire problem in the context of Lyapunov-based
adaptive systems theory as shown in the next section.

3) Self-tuning mechanism:Referring to Fig. 3 and by (6),
for the matching degree at the left intersection point we
have

(9)

or

(10)

Fig. 3. The definition of the centroid of the line segment at height intercepted
by the fuzzy membership function.

Similarly, at the right intersection point , we have the fol-
lowing result:

(11)

Thus, by definition (8), we have

(12)

where . Physically, the parameter
represents the difference between the left and right spreads of
the consequent membership functions. In the conventional fuzzy
logic control systems, is set to be equivalent to or the
consequent membership is just in singleton form [11]. In this
paper, this term is employed as a robust control component and
a robust adaptive law for it is proposed in the next section.

4) Analytical formulation of the multi-layer fuzzy
system: Using the center average defuzzification, the output
response of the fuzzy controller is

(13)

In the rule base, let the th rule be chosen to be of
Takagi–Sugeno type and its consequent fuzzy set vector
be singleton with support represented as the form of the syn-
thesis input

(14)
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The curvature control parameter of its antecedent mem-
bership function is assumed to approach to infinity so that this
rule will be fired whatever is. The credit assignment takes
place in rules but assigned to be one for

. Accordingly, using (12) and (14), the analytical formu-
lation of the multilayer fuzzy system in (13) resolve into

(15)

where, Block diag and are
column vectors composed of and , , and
are column vectors composed of and

and

In viewing (15), the control law is not well defined
when . To avoid this problem, we project

inside an estimated feasible region
by

properly adapting the parameter values.

IV. L EARNING ALGORITHM AND PERFORMANCE

Let , where and are
the parameters of the best function approximation

(16)

Then (2) can be rewritten in terms of the measured output
and expressed as

(17)

where

Block diag

and

Block diag

(18)

with

(19)

being measures of sensitivity of the nominal model
with respect to the measurement noise.

By (17), subtracting and adding to the
right-hand side of (19), we obtain the error equation

(20)

or

(21)

where

Block diag

Block diag

Block diag

and

denotes the parameter estimation error and

Block diag

(22)

In the following paragraph, a robust tuning algorithm for
and motivated by an attempt to modify the basic steepest
descent technique and provide treatment to the exogenous sig-
nals, disturbance, and approximation error termis proposed.

To counteract the equivalent uncertainty, the self-tuning
mechanism is employed. The parameter is chosen
as , where is an auxiliary adjustable parameter,

= Block diag , and is a
small positive constant.

Assumption 1:There exists the smallest nonnegative param-
eter vector such that for all and

(23)

Use Assumption 1 and let
be the bound of , be the union of and its

boundary layer of thickness and be the union of and
its boundary layer of thickness. The following smooth robust
parameter adaptation scheme is proposed:

if

otherwise
(24)

with Block diag

if
dist

otherwise
(25)

and

if

otherwise
(26)

with Block diag Block diag ,

if
dist

otherwise
(27)

(28)

where Block diag , Block diag ,
and are diagonal matrix with positive diagonal elements,
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Block diag is a symmetric positive-defi-
nite matrix satisfying the Lyapunov equation

, with the design parameters , and and are
chosen small but positive constant to keepand from growing
unbounded.

Theorem 1: Consider the nonlinear robotic system (2) with
unknown but bounded and . Let Assumption
1 hold. Use the RMFC (15) and the parameter adaptation law
(24) and (26). Then in the bounded state :

.

1) and the control input are uniformly ultimately
bounded.

2) Given any satisfying where (29), shown
at the bottom of the page, with
and being a constant that satisfies , i.e.,

, there exists such that for
the tracking error converges to the residual set

or (30)

Proof: Refer to Appendix for details.
Remark 1: In the RMFC some degree of adaptability is

achieved by applying the self-tuning mechanism, , to deal
with the disturbance and noise.

Remark 2: In view of (29), if the design constants
, and are appropriately chosen, tracking to a

small neighborhood around is possible.
Remark 3: The initial design of parameters and in the

RMFC can be considered to be initial estimates of the best pa-
rameters, and , respectively. The closer and to and

are, the smaller becomes. This, in turn, results in better
tracking.

Remark 4: Supposea priori knowledge about the manipu-
lator to be controlled is available in the form of “approximation
to ” and “approximation to ” denoted by the terms

nominal parameters of the arm) and nominal pa-
rameters of the arm), respectively. Then the initial parameters
can be selected by using the well-known least square algorithm,
etc., so that will close to and a smaller is achieved.

Fig. 4. A two-link planar robot.

V. SIMULATION

Consider a two joints planar manipulator as shown in
Fig. 4. The equations of motion of the manipulator can be
expressed in matrix form as (31), as shown at the bottom
of the page where , , ,

, etc. The kinematics and inertial parameters
of the manipulator are listed in Table I. The excessive ratio
between and is to emphasize the load effect. The
trajectory to be followed is described by (3) and the model
parameters are chosen as Block diag ,
and Block diag . The driving inputs to the
reference models are sinusoidal functions
and , respectively. Fig. 5 shows the
trajectories. The reference model and the plant are as-
sumed to have the same initial states as rad,

rad, rad/sec, and
rad/s. The membership functions of states and
(represented by generic variable for the qualitative state-
ments are defined as where :

, S: ,
: , : ,
: . In (24) and (26), the

(29)

(31)
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TABLE I
PARAMETERS OF THEROBOT

Fig. 5. Reference outputs of joint 1 and 2.

design parameters are given by
Block diag , , ,

Block diag , ,
, , and .

The RMFC control is also simulated for situations with and
without the nominal parameters of the manipulator. In the case
that the nominal parameters are knowna priori, the initial pa-
rameters and are chosen based on the training data
and the element-by-element minimization of the following ob-
jective function:

nominal parameters of the arm

nominal parameters of the arm

32 testing points from either along the desired trajectories or
nearby of them are chosen as training data. When no nom-
inal parameters of the manipulator is available, the elements of

and are chosen randomly in the intervals (10, 10) and
(0, 2), respectively.

1) Model Following Control Subject to Disturbances:The
combined friction and external torque disturbance are

(32)

Fig. 6. Tracking error of joint 1 and 2 without measurement noise (a) without
and (b) with rough mathematical model and nominal parameters.

For the case without measurement noise, the simulation results
are presented in Fig. 6. Fig. 6(a) and (b) shows the cases of
the RMFC with and without using nominal parameters of the
manipulator. Obviously the RMFC achieves faster convergence
when the initial parameters are chosen based on the nominal
model.

2) Tracking control with measurement noise:The noises of
different sensors are assumed to be independent of each other
and white with uniform distribution within 0.056, 0.05]. Ex-
ternal disturbances are set the same as the above subsection.
Fig. 7 shows the tracking errors of joint 1 and joint 2. The RMFC
scheme appears to be robust against measurement noise by this
simulation.

VI. CONCLUSION

A RMFC and its adaptation method for the model-following
control of multilink robot manipulators have been constructed.
The RMFC is mainly composed of a multi-input/multi-output
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Fig. 7. Tracking error of joint 1 and 1 with measurement noise (a) without and
(b) with rough mathematical model and nominal parameters.

fuzzy system with adjustable rule credit assignment and the
interconnections compensating network. The interconnections
compensating network can compensate the interaction among
the subsystems and the fuzzy part of the RMFC approximates
the unknown nonlinearity of the robot by learning. By on-line
tuning the consequent membership functions, the RMFC system
achieves some degree of robust properties. The overall adapta-
tion scheme has been proved to be able to guarantee the output
tracking error to converge to a residual set ultimately. Simula-
tions of a robot control system have confirmed the robustness
of the design to actuator and measurement noise. If the nom-
inal model of the robot is available, the RMFC can be trained
in advance to achieve faster convergence of the output tracking
error. Applications of the RMFC to other affine nonlinear dy-
namic systems are straightforward.

APPENDIX

Proof of Theorem 1:Let and be positive-definite func-
tions of the forms and ,

respectively. Their time derivative are and
, respectively. If the first line of (25) is true

then , and the conclusion is trivial. If the second
line of (25) is true then and . Therefore, ei-
ther or is obtained. Similarly we have either

or . Therefore the boundedness of , and
is guaranteed. To show the performance of the closed-loop

system formed by (2), (15), (24), and (26), we choose the fol-
lowing positive-definite functions:

(A.1)

where

if

otherwise

is the auxiliary adjustable parameter error and
. Taking the derivative of along the

trajectories of the closed-loop system and taking (21), (24), and
(26) into account we obtain: for and

(A.2)

for . By (25), if
, we have and the last term of the above equa-

tion is equal to zero. When if
we also have and the above conclusion holds.

If and suppose that and are appropriately
selected such that and are in the interior of and
respectively, we obtain

(A.3)

or

(A.4)

In a similar way it can be shown that

(A.5)

Therefore

(A.6)
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Using Assumption 1, the second term on the right-hand side
satisfies the inequality

(A.7)

Since the following fact can be shown easily by straightforward
algebraic manipulation

(A.8)

for any . Furthermore, it can be readily shown that

(A.9)

(A.10)

Therefore

(A.11)

where

(A.12)

and

(A.13)

or

(A.14)

where and . The differential in-

equality (A.14) satisfies

(A.15)

Therefore, , and are uniformly ultimately bounded. Let
then from (A.15) we readily obtain (30).
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